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Abstract—Writing code for embedded systems poses unique
challenges due to hardware involvement. Developers often need
to learn domain-specific knowledge to write embedded codes.
Learning such knowledge is time-consuming and hinders de-
velopers’ productivity. This paper presents a proposal for an
automated code generation approach, specifically designed for
embedded systems. The work is composed of three milestones, i.e.,
understanding the needs of embedded developers by analyzing
posts from discussion forums, developing a tool to recommend
driver libraries of I/O hardware and generate its interface
configurations and usage patterns, and improving the generation
accuracy of the prior tool using program analysis techniques.
The tool will be evaluated using various metrics from machine
translation, classification, and information retrieval fields.

Index Terms—code generation, library recommendation, em-
bedded system, hardware configuration

I. MOTIVATION AND RESEARCH PROBLEM

An embedded system is a system that integrates software
and hardware to achieve a specific task. An embedded sys-
tem can be decomposed into the code, I/O (Input/Output)
hardware, and embedded controller. The code contains the
logic that represents the functionality, such as reading sensor
values or moving actuators. The controller controls a set of
I/O hardware to interact with the environment, based on the
logic of the code. There are various embedded system use
cases, ranging from mission-critical (e.g., autonomous car) to
massive applications (e.g., smart home).

Writing code for embedded systems poses unique chal-
lenges due to hardware involvement [1]–[3]. Makhshari and
Mesbah [1] find that writing codes for embedded systems
often require diverse background knowledge besides coding.
Consider the example in Fig. 1. A simple action to move
the servo using the write method requires the developer
to know how to correctly configure interfaces/pin numbers
when calling the attach method. The developer may not be
familiar with such domain-specific knowledge [3]. Learning
such domain-specific knowledge is possible, but it can hinder
the productivity of a developer. One potential solution to low-
ering the learning curve of such domain-specific knowledge
is to develop an automated code generation tool based on
deep learning techniques. Recent studies on automated code
generation have shown that deep learning-based approaches
can yield promising results [4]. There are a variety of input
specifications that have been used, such as natural language
descriptions, codes, or even pixels [5], [6].

Based on the literature study, I identify two research gaps.
First, the programming needs of developers when writing

Servo myServo ;
myServo . a t t a c h ( p i n = 1 0 ) ;
myServo . w r i t e ( 1 0 )
myServo . d e t a c h ( )

Fig. 1. An example of how the setup in the physical and code spaces should
match. The servo should be connected to the interface number 10 in the
physical space and the Servo object must be initialized using pin number 10
in the code space.

embedded codes are still unclear. No prior studies have scruti-
nized how embedded codes are written and how I/O hardware
is controlled in the code. Second, as a consequence of the
first gap, there is no tool available to help developers write
embedded codes. Hence, the research questions of this study
are: 1) to understand the programming needs of developers
when writing embedded codes and 2) to develop a tool that can
help developers easily write embedded codes without worrying
about the required domain-specific knowledge.

II. EXPECTED CONTRIBUTIONS

The main objective of my study is to understand the
common needs of embedded developers and propose a tool to
help developers write embedded codes based on such needs.
I divide my work into three milestones.

1) Scrutinizing the common needs of developers when writ-
ing embedded codes. The output of the first milestone is
several insights into the developers’ needs when writing
embedded codes. Such insights will be used to justify the
design of the proposed tool for the subsequent milestone.

2) Exploring the possibility of automatically generating
embedded codes using natural language descriptions that
satisfy the common needs of embedded developers. The
output of the second milestone is a deep learning-based
tool that produces hardware interface configurations and
API usage patterns (without parameters) of individual
I/O hardware.



3) Improving the tool proposed in the second milestone to
generate complete embedded codes, not only the inter-
face configurations and API usage patterns of individual
I/O hardware. The output of the third milestone is a deep
learning-based tool that generates complete embedded
codes.

III. RELATED WORKS

Several empirical studies [1]–[3] related to developing em-
bedded systems have been conducted. Makhshari and Mes-
bah [1] found that hardware-specific knowledge causes em-
bedded development in the Internet of Things (IoT) setting
difficult. According to Uddin et al. [2], microcontroller
configuration is one of the three most frequently discussed
IoT-related topics in StackOverflow. Booth et al. [3] conducted
a user study and shows that 80% of circuit-related problems
are caused by miswiring and missing electronic components.

Some works have been proposed to recommend relevant
library usage patterns [7]–[15] given a natural language query.
However, generating only library usage patterns is insufficient
because developers also need to configure I/O hardware.
Another line of works is to develop a tool to allow developers
to configure interfaces using a specialized hardware [16]–
[18]. However, the specialized hardware may not be available
for everyone. Moreover, a block-based programming [19]
approach and interactive tutorials [20]–[23] have been devel-
oped. However, such approaches are not scalable because they
require hand-crafted templates.

IV. PROPOSED APPROACH

I describe the possible approaches for achieving each mile-
stone as follows.

Common needs of developers. I plan to gather and an-
alyze developers’ questions from various embedded system
discussion forums. Some examples of the forums are Arduino
Discussion Forum [24] and Raspberry Pi Forum [25]. First, the
questions are crawled using several criteria, such as whether
the questions contain solutions, codes, or several predefined
keywords. Defining the criteria may require domain-specific
knowledge. Second, the questions are clustered using topic
modeling techniques to get a high-level summary of the
questions. Third, some questions from each topic are sampled
and each sampled question is manually inspected to extract
the insights.

Recommending interface configurations and API usage
patterns. I plan to develop a tool on top of existing large
language models to generate hardware configurations and
API usage patterns given natural language descriptions. First,
the tool identifies I/O hardware in the description. Second,
the tool recommends relevant driver libraries for each I/O
hardware. Third, the tool generates the interface configurations
and API usage patterns of each recommended library. Three
aspects need to be carefully designed when developing a tool
that utilizes deep learning: the neural network architecture,
the input and output representation, and the transfer learn-
ing mechanism. Transformer [26] is a strong architecture

candidate because prior studies [4], [14], [15], [27] have
demonstrated that Transformer can achieve state-of-the-art
performance on various coding tasks. Some candidates for the
input representation are the question title, question body, and
code in the question. The outputs of the model are the interface
configurations and the API usage patterns (without parameters)
from the driver libraries. With the rise of language models with
huge parameters such as BLOOM [28], one suitable candidate
for the transfer learning mechanism is prompt-tuning.

Generating complete embedded codes. I plan to improve
the proposed tool in the second milestone by combining the
tool with program analysis techniques. Specifically, the goal
of the third milestone is to arrange the generated recom-
mendations into a complete embedded code using program
analysis techniques. However, there are two challenges. The
first challenge is generating the correct API parameters can be
difficult due to the diversity of the parameters; API parameters
can be an arbitrary value specified by a developer. I plan to use
domain-specific heuristics and pattern mining techniques to
tackle the parameter diversity challenge. The second challenge
is writing the functional logic of the complete code (e.g.,
if the temperature is more than x then do y) may not be
straightforward, especially if the input description involves
multiple hardware. One idea is to study the control flow
between multiple hardware in codes and use heuristics or
develop some techniques to generate the functional logic to
form the complete code.

V. FUTURE PLANS

Evaluation plan. To evaluate the quality of the recom-
mended library, I plan to use classification metrics (e.g.,
precision, recall, and F1) and also retrieval metrics (e.g.,
Normalized Discounted Cumulative Gain or NDCG [29] ). For
evaluating the code generation performance, I plan to leverage
several machine translation metrics, such as BLEU [30],
METEOR [31], and ROUGE [32] scores. BLEU score is the
hits of n-grams of translation results with its ground truths.
ROUGE score reflects the number of n-grams in the ground
truths that appear in the results. METEOR measures the
relevancy based on the harmonic mean of unigram precision
and recall.

Completion timeline. For milestone (1), the expected com-
pletion time is five months. I am still in the phase of collecting
forum posts from Arduino Discussion Forum [24]. The next
steps after the data collection are data cleaning, data labeling,
and data analysis. Data cleaning may require one month, while
data labeling may require three months. Another month is for
data analysis. On the other hand, I plan to finish milestone (2)
in three months because I have started the initial development
of the tool. For milestone (3), I plan to finish in six months.
My expected graduation time is by the end of next year, and
there are still a few months after I finish milestone (3) until
the end of the year. The remaining time will be used for any
possible iterations due to resubmissions.
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